Chapter 2 - Data Storage and Management
Data storage and management innovations in Microsoft® Windows® 2000 include Removable Storage and Remote Storage. The overall storage architecture changes provided with Windows 2000 allow users more manageable storage flexibility. They also allow users to take advantage of current storage concepts, including bulk media changers and libraries, data-vaulting managers, and fault-tolerant storage subsystems that are being introduced by a variety of vendors.
In This Chapter
Overview of Data Management
Removable Storage
Remote Storage
Disk Management
Disk Quotas
Related Information in the Resource Kit

For more information about NTFS and file systems, see “File Systems” in this book.

For information about backing up data to Remote Storage, see “Backup” in this book.

For more information about restoring data from Remote Storage, see “Repair, Recovery, and Restore” in this book.
Overview of Data Management
Significant changes have been made to the storage feature set in Windows 2000. These factors support growing storage requirements in large environments, scalability requirements of mission-critical applications, and support for innovation in the storage market. To address these needs, Windows 2000 features an improved NTFS file system and an extensive list of new storage features and applications.
Current Trends
The quantity of data stored in distributed systems has increased exponentially over the last decade. Migration of mission-critical systems to distributed environments, increases in the number of Internet and intranet applications, and general growth in the enterprise end-user community are all contributing factors. The result is that the number of storage devices in an organization increases in direct proportion to the number of client/server systems.
Recent advances in both the hardware and software required to meet the growing demands of client and server computing include new storage devices, media types, data transfer protocols, and management standards. Storage concepts, such as Remote Storage, bulk media changers and libraries, data vaulting managers, and fault-tolerant storage subsystems are being introduced by a variety of vendors.
Storage requirements continue to increase. As storage becomes more complex, administrators must be able to manage it effectively to accomplish their computing goals, both short term and long term.
Storage Features
Windows 2000 introduces several new storage and storage-related features. These features, available to users and administrators, provide better flexibility, enhanced administrative control, and more efficient usage of resources. Some of the features are enhanced versions of previous Windows applications; others are new. Correct use of these features can help to improve security and reduce management costs associated with storage.
Removable Storage
Removable Storage is a new core Windows 2000 service that manages removable storage media and robotic storage libraries. Removable Storage eliminates the need for independent software vendors (ISVs) to support these devices on a per-device basis. More importantly, Removable Storage enables multiple applications to share expensive removable media storage devices. This allows storage applications to concentrate on customer features rather than hardware issues.
As shown in Figure 2.1, Removable Storage provides a single set of application programming interfaces (APIs) that allows applications to catalog all removable media (except floppy disks and similar small capacity media), such as disk, tape, and optical media, which are either stored on shelves (offline) or in libraries (online). Also, by disguising the complexities of underlying robotic library systems, Removable Storage both lowers costs of developing and operating storage applications and provides consistency to customers who purchase these applications.
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Figure 2.1    Removable Media with and Without Removable Storage
Removable Storage uses media pools to organize media. Media pools have several functions in the management of a media server, such as controlling access to media and grouping media by their use. Media pools allow media to be shared across applications, and they allow such sharing to be tracked.
Remote Storage
Remote Storage is a hierarchical storage management application that migrates data from primary storage to secondary storage. Hierarchical storage management makes sure that data is stored in the most cost-effective method possible. Frequently accessed data is stored on high-performance disks, while data that is not accessed as often is migrated to less expensive media until it is needed again.
Regardless of where the data is stored, the file system namespace continues to provide users with access to the file. When the file is accessed, Remote Storage retrieves the file from its storage location and restores it to the file system. Supported secondary storage in Windows 2000 is limited to tape, such as digital audio tape (DAT) and digital linear tape (DLT).
Remote Storage helps manage the cost associated with large quantities of data that must be accessible. Figure 2.2 illustrates the architecture of Remote Storage.
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Figure 2.2    Remote Storage
Disk Management
The Disk Management function is enhanced in Windows 2000. Disk Management introduces new disk layouts that provide better manageability and recoverability. Enhancements to Disk Management include a remote administration Microsoft Management Console (MMC) snap-in and an expanded fault tolerance feature set. Moreover, most volume configuration changes do not require restarting the computer.
Disk Quotas
Disk quotas are a new feature in NTFS that provide more granular control of disk storage. Quotas allow administrators to limit the amount of disk space that a user can consume on an NTFS volume.
Disk quotas provide system administrators with a powerful tool for managing storage growth. Administrators can set both soft and hard limits: when a user exceeds a warning level (soft limit), an event is logged; when a user exceeds the hard limit, they receive an Out of Disk error.
Removable Storage
Windows 2000 Removable Storage provides services to applications and system administrators that facilitate the use, sharing, and management of the removable media devices attached to a computer running Microsoft® Windows® 2000 Professional or Windows 2000 Server. Using Removable Storage services allows applications to share local robotic media libraries and tape and disk drives. Removable Storage is not in the media data path, so managing media content is left to Removable Storage client applications, which are referred to as data-mover applications. For example, backup applications use Removable Storage to keep track of the identity of the tapes they use. Removable Storage mounts tapes when needed by the backup application, but the backup application itself keeps track of the backup sets stored on that media.
Removable Storage includes a Windows 2000 service program which runs as part of the service host program (Svchost.exe), the Removable Storage database, and the Removable Storage snap-in.
Removable Storage Service
Using low-level services provided with Windows 2000, Removable Storage acts on requests made by client applications, including:

Mounting and dismounting media

Cleaning drives

Adding and removing media

Library inventory

Enabling and disabling libraries, drives, and media

Accessing media and library attributes
Removable Storage provides these services to client applications by means of an API. This API, and the services provided through it, hide the details of the various drives and libraries. Removable Storage implements a generic changer model which incorporates all essential aspects of libraries and drives. Removable Storage drivers map real drives and changers to this model.
Moving media within a robotic-based library is one example of how Removable Storage is used. The media-moving hardware (usually referred to as a transport) on the hundreds of robotic libraries available today varies widely. Some robotic libraries have hands that grab media and move them from a home storage location (usually referred to as a slot) to a drive. Other types of robotic libraries move a magazine containing some number of media and then push one medium from the magazine into a drive. A mount request from a Removable Storage application mounts media of either description. Figure 2.3 shows the Removable Storage components.
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Figure 2.3   Removable Storage Components
Removable Storage Database
The Removable Storage database is the mechanism used by Removable Storage to track media-related system components, including the identity of media known by the system. It stores the status of these system components and maintains media inventories. The Removable Storage database includes the following information:

The configuration and state of the library, drive, and media

Media pool configuration and contents

Library work list

Operator requests
The Removable Storage database stores the properties of the objects (for example, libraries, drives, and media) that Removable Storage manages. Removable Storage maintains the data in the database and updates it whenever an administrator or an application makes a change in a computer running Removable Storage. For example, if an administrator wants to mount a medium in an online library, Removable Storage mounts the medium and updates the database to reflect the change.
Note   The Removable Storage database is used internally by Removable Storage and is not directly available to applications or administrators.
Removable Storage Snap-in
The Removable Storage snap-in is an administrative interface to Removable Storage. It allows administrators to add Removable Storage objects, view and modify properties of Removable Storage objects, insert and eject media, perform inventories, mount and dismount media, and check status information.
Basic Concepts
Removable Storage can be described in terms of five basic concepts: media, physical locations, media pools, work queue items, and operator requests. The last four of these are the top level nodes in the Removable Storage snap-in. The first, media, is the most fundamental concept and affects all the others.
Media
Units of media store information. Each unit of media (or medium, also referred to as a “cartridge”) is of a certain type, such as 8mm tape, magnetic disk, optical disk, or CD-ROM.
Most types of media have a single side. For example, a tape must always be oriented in a certain way. When the tape is placed in a drive, all of its data is accessible. Some types of media, such as magneto-optic (MO) disks, have two sides. An MO disk has an “A” side and a “B” side. When an MO disk is placed in a drive with the “A” side up, then the “A” side is accessible and the “B” side is not. To access the “B” side, the disk must be inserted with the “B” side up.
Removable Storage represents media physically and logically. Physical media are the tangible media that are inserted and removed from libraries and mounted in drives.
When an application wants to access data on a medium, Removable Storage generates a logical identifier (ID) that allows the application to request the data on that medium. Since access to the data occurs only through that ID, Removable Storage can manage the physical location of the data. For example, if the original medium begins to fail, Removable Storage can move the data to a new medium without having to notify the application.
Physical media and the sides they contain are tracked in Removable Storage and can take on various states as they are entered into a library and used. For more information about media and side states, see “Media Handling and Usage” later in this chapter.
Removable Storage provides the infrastructure necessary to share media among various applications. Removable Storage ensures that all media are used in such a way as to preserve the data they contain. Removable Storage accomplishes this by identifying and verifying the identity of each medium. For more information about how Removable Storage verifies the identity of media, see “Media Identification and Naming” later in this chapter.
Physical Locations
Removable Storage manages two classes of physical locations: libraries and the offline media physical location. Libraries include both media and the means to read and write them. The offline media physical location is a special holder for media that is cataloged by Removable Storage, but does not reside in a library.
The set of all physical locations includes the libraries and the offline media physical location.
Libraries
In its simplest form, a library is composed of data storage media and a means to read and write the media. A CD-ROM drive with a disc inserted is a simple library with one drive, no slots, and no transport. A more complex example of a library is a robotic-based tape library, which holds several (up to several thousand) tapes, has one or more tape drives, and has a mechanical means to move tapes into and out of the drives.
Specifically, libraries are composed of the following:
Slots   Slots are storage locations in the library. For example, a tape library has one slot for each tape that the library can hold. A stand-alone drive library has no slots. However, most libraries have at least four slots. Sometimes slots are organized into collections of slots called magazines. Magazines are usually removable.
Drives   A drive is a device that can read or write to a medium. An Iomega Jaz drive, for example, can read and write to a Jaz cartridge which is inserted into it. A library has at least one drive.
Transports   A transport is the robotic device that moves a medium from its slot to a drive and back again. Robotic libraries usually have only one transport.
Bar Code Readers   A label with a bar code is attached to the outside of a cartridge that is both human readable and computer readable. Libraries that hold media with bar codes attached might have a bar code reader. There is only one reader, which is usually mounted on the transport.
Doors   A door is a means to gain unconstrained access to the media in a library. On larger libraries a door might resemble an actual door. When the door is open, an administrator can add and remove media from the library. Doors on smaller libraries might not always look exactly like doors, but they still provide the same functionality. For example, some small changers have all their slots in a magazine. When an administrator instructs Removable Storage to open the door, the changer pushes the magazine out through the front. The administrator can add, replace, or remove media and then reinsert the magazine into the changer. When an administrator adds media to a library, the media are placed directly into a slot. Some libraries have no doors, while others have several.
Insert/Eject Ports   While doors provide unconstrained access to the media in a library, an insert/eject (IE) port provides very controlled access. When an administrator adds media to a library through an IE port, the media are not placed directly into a slot. Instead, the media are placed in the IE port and then the library uses the transport to move the media from the IE port to a slot. Some libraries have no IE ports, while others have several. Also called “mailslots,” some IE ports handle only one cartridge at a time, while others may handle several.
Types of Libraries   A robotic library can have any of the components described above. At a minimum, a robotic library has some media, slots to hold the media, one or more drives, a transport, and either a door or an IE port. Robotic libraries are sometimes referred to as changers or jukeboxes. No human intervention is required to place a medium in a library in one of its drives.
A stand-alone drive library or stand-alone drive is a special kind of library. A medium must be manually placed in a drive. The CD-ROM drive found on most desktop computers is a stand-alone drive library. Removable Storage treats stand-alone drives as libraries with one drive and an IE port. Removable Storage models these drives as libraries to make its program interfaces simpler. For this reason, an application need not know whether a medium is mounted by a transport or a human.
Offline Media Physical Location
The offline media physical location is where Removable Storage lists media that are not in a library. The physical location of media in an online library is the library in which it resides. Media that are not in any of these libraries, such as archived backup tapes on a shelf, are offline media and reside in the offline media physical location. When a user or administrator moves an offline medium into a library, Removable Storage changes its physical location to be the library into which it was placed. When a medium is taken out of an online library, Removable Storage notes that it now resides in the offline media physical location.
Media Pools
A media pool is a logical collection of media that share some common attributes. A media pool contains media of only one type, but media in the media pool can be in more than one library. Each medium is in a media pool. There are two classes of media pools: system and application. System media pools are created by Removable Storage for its own use and include the free, import and unrecognized pools. Application media pools are created by applications to group media. Grouping media is especially important if several applications are sharing the libraries attached to a system and the media they contain.
Each media pool has access permissions that control access to the media that belong to it. While these permissions do not control access to the data contained on the media, they do control the manipulation of the media, including an application’s ability to move media from the pool or to allocate it for its own use.
Media pools can be used hierarchically. A media pool can be used to hold other media pools, or it can be used to hold media. An application that needs to group media of several types into one collection can create an application media pool for the whole collection and additional media pools within it, one for each media type. Removable Storage actually uses this technique for its system pools. Within the free pool, for example, is a media pool for each media type. Both sides of a two-sided medium are always in the same pool.
System Pools
The system pools are used to hold media that are not currently being used by an application. The free pool holds unused media that are available to applications, and the unrecognized and import pools are temporary holding places for media that have been newly placed in a library. For more information on how Removable Storage uses these pools, especially the unrecognized and import pools, see “Media Handling and Usage” later in this chapter.
Free Pools   The free pools support sharing media among applications. They contain media that are freely available to any application, and they hold no useful data. An application can draw media from the free pools when it needs additional media, and it can return media to the free pools when the media are no longer needed and should be made available to other applications.
Unrecognized Pools   When a medium is placed in a library, Removable Storage tries to identify it. If it has not seen this particular media before nor discerned its format or the application which last wrote data on it, Removable Storage places the medium in the unrecognized pool for its media type. Blank media are treated this way. Media in the unrecognized pools might have data on them, but they are not cataloged by Removable Storage nor is Removable Storage able to read any data on these media.
Import Pools   If Removable Storage can identify the format or application associated with a medium that has just been placed in a library but has never been seen before, it places the medium in the import pool. For example, if an administrator placed a tape written by Backup on one system into a library attached to a second system, the instance of Removable Storage on the second system recognizes that the tape was written using Microsoft Tape Format (MTF) and places it in the proper media type import pool.
Application Pools
Each application that uses media managed by Removable Storage uses one or more application pools. Applications can create these pools, or they can be created using the Removable Storage snap-in. Permissions on application pools can be set up to allow applications to share pools, or to assign each application its own set of pools.
As mentioned earlier, a pool can either be created to hold other pools or it can be created to hold media. A pool created to hold media has additional properties that specify the actions to be taken when an application allocates or deallocates media.
The following example shows one way in which media pools might be configured to support the needs of several client applications. The example system contains two libraries — one optical disk library and one tape library — and two data mover applications — a backup application and a document management application.
Table 2.1 shows how the two applications use the two media types.
Table 2.1   Media Type and Data Mover Applications
Media Type
Backup Application
Document Management Application
Tape media
Full backup
Incremental backup
Engineering archive documents
Optical disk media
Catalog storage
Accounting documents
Engineering documents
Work Queue
When applications make a library request , Removable Storage places these requests in a queue and processes them as resources become available. For example, a request to mount a tape in a library results in a mount work queue item, which might wait until a drive is available.
Table 2.2 describes the states that a work queue item can have while it is being handled by Removable Storage.
Table 2.2   Work Queue States
State
Description
Queued
A work item is queued from the time an application issues a request until Removable Storage examines the request.
In Process
A work item is in process while Removable Storage is actively working on completing it.
Waiting
If Removable Storage examines the request and finds that one or more of the resources needed to satisfy the request is busy (for example, the requested drive is being used by another application), the request enters the waiting state.
Completed
When Removable Storage completes the request, the work queue item for that request enters the completed state.
Failed
If Removable Storage is unable to complete the request, the work queue item for that request enters the failed state.
Operator Requests
Note   “Operator” as used here, is synonymous with “administrator.”
Sometimes, even with robotic libraries, manual assistance is needed to complete a request or perform maintenance or support. If an application requests that a medium in the offline media physical location be mounted, the medium must be manually entered into an online library, generating a request to the operator to enter the cartridge.
Operator requests can be presented to an administrator through the Windows 2000 Messenger Service or the system tray. An administrator can refuse or complete the request. Definitions of the operator request states are shown in Table 2.3.
Table 2.3   Operator Request States
State
Description
Submitted
Removable Storage or an application has submitted a request for administrator action. This operator request is waiting for the operator to complete the requested operation.
Refused
An operator has indicated that the requested action will not be performed.
Completed
An administrator has indicated that the action was completed, or Removable Storage has detected that the action was completed.
Media Identification and Naming
As a manager of shared resources, Removable Storage ensures that client applications do not corrupt each other’s data. Placing permissions on media pools prevents an application from modifying the data of another application. Another way to accomplish this is to assign each medium a unique name which applications can use to refer to it, and to track the identities of all media in a system, ensuring that the mapping between the unique name and the physical media is always accurate.
A library management system could simply use a media’s home slot as its identity. A request to mount a medium in a drive could be as simple as “Mount the medium in slot 6 of drive 2.” There are problems with this minimalist approach, however. An administrator could exchange the medium in slot 6 for that in slot 7 during a door access. An application executing the request might get a medium it did not expect and not know it. To prevent this, Removable Storage assigns each medium a unique name, which is used to refer to the medium programmatically. In keeping with Windows 2000 naming conventions, Removable Storage uses globally unique identifiers (GUIDs) as the form for these names.
Removable Storage identifies each medium side by reading its label. At various times, Removable Storage reads the label to ensure that the name it has for a medium maps correctly. Consider a refinement of the example given earlier. If the name of a medium simply referred to the medium in slot 7, an administrator could change the contents of slot 7 during a door access and the next time an application used the name it would get a different medium. Removable Storage prevents this by associating information stored in the medium’s label with its name. Each time a medium is mounted, for example, Removable Storage reads the label to ensure that the medium it mounted is correct. An inventory is an operation that an administrator can request or that Removable Storage can initiate, which verifies the labels associated with each named medium in a library.
Since administrators also need to identify media uniquely, and since GUIDs are difficult to read in printed form, Removable Storage also assigns each medium a display name. These names are changeable so if an administrator has a naming scheme for media, a display name can be assigned that is different from the one Removable Storage initially assigned.
On-media Identifiers
On-media identifiers (OMIDs) are electronically recorded labels on each medium side in a Removable Storage system. Each label is composed of at least two parts: a type and an ID. A label type identifies the format used to record information on the medium. A label ID is an identifier that uniquely identifies each medium.
Different media types have different types of labels. Media sides with file systems (optical disk and Jaz cartridges, for example) have file system labels. An NTFS-formatted Jaz cartridge, for example, has an NTFS label type, and the ID is the volume serial number. Tapes using MTF have a label type of MTF and the ID is derived from various fields in the MTF header.
On-media identifiers are handled somewhat differently for CD-ROM and DVD-ROM media. Serial numbers for instances of these media might not be unique — a library can hold multiple copies of the same CD-ROM title, for example, with each having the same serial number — so Removable Storage allows non-unique label IDs in this case. This doesn’t degrade the media identification objectives of Removable Storage; any of the CD-ROMs with identical IDs can be used interchangeably since their contents are identical and cannot be changed.
Duplicate Copies of Media
Although Removable Storage tries to uniquely identify each cartridge that it manages, it also handles media duplicates. It treats identical media as separate media that are identical in every way and can be used interchangeably. For example, if a user has two copies of the Windows 2000 Server Setup CD and places both in a changer, Removable Storage shows both media and each can be mounted, ejected, and so on, separately. Since each has its own record in the database, it is possible to attach different attributes to each media. You can give each a different display name, for example, although this is discouraged because there is no guarantee that these differing attributes will always be associated with the same cartridge. If both are ejected, the attributes may be reversed when both are inserted again.
Bar Codes
Bar code labels on physical media, in libraries with bar code readers, are used as a shortcut to determine the identity of physical media and its sides. Reading an on-media label can be time consuming since it requires reading data on the media, which requires that the medium be placed in a drive if it’s not already there. With unique bar codes, a bar code scan is a much faster way of identifying a physical medium and the sides it contains.
Media Names
When new physical media are placed into a library, Removable Storage assigns an initial display name to the media that an administrator can use to visually identify the media. This name is derived from several sources, including the on-media label and the bar code. The rules include the following:
 1.
If the media has a bar code label, its alphanumeric value is used as the display name.
 2.
If the media is single-sided and has a recognized label type on its single side, the name is taken from the label. If the format is MTF, the label is taken from information in the MTF header. If the format is a file system, the name is taken from the volume name.
 3.
The sequence number is used.
Media Change Detection
Many removable media devices, including all those connected to the system by means of SCSI and IDE, cannot themselves report when media are entered or removed. Instead the host system must notice such changes either by querying the device specifically for this information or when performing some other operation on the drive.
Since Removable Storage controls changers and knows when media enter and leave drives, this is not a problem for drives in changers. It is an issue, however, for stand-alone drives. The information that Removable Storage has about the contents of a stand-alone drive might be incorrect if the state of the drive has changed. For example, the snap-in might show that a drive is empty for a period of time after a tape is inserted into a tape drive. An inventory operation on the stand-alone drive library brings the state up-to-date.
Some applications need to have current information. For these applications Removable Storage provides a media change detection mechanism that can be turned on and controlled through Removable Storage API calls. With media detection turned on for a stand-alone drive library, the state of the drive that Removable Storage presents to applications is updated almost immediately after the physical state of the drive changes.
Media Handling and Usage
Most of what Removable Storage does involves both moving media around within and between libraries, and controlling access to that media. While Removable Storage is handling them in these ways, the media in a Removable Storage system have states associated with them. These states determine which operations are permitted and which are prevented. While a medium is available, for example, any application can claim it for its own use, but a medium already in use by one application cannot be claimed by another.
There are two sets of media-related states that govern most of the handling and usage by Removable Storage and its applications: media states and side states.
Media States
The states associated with physical media reflect that the operations performed on them mostly involve movement.
Table 2.4 describes the Removable Storage media states.
Table 2.4   Physical Media States in Removable Storage
Physical Media State
Description
Idle
Medium is in a slot if in a library, or on a shelf if in the offline physical location.
In Use
Removable Storage is in the process of moving the medium.
Mounted
Medium is in a drive, but might not be accessible yet.
Loaded
Medium is in a drive, and the contents of one of its sides are accessible.
Unloaded
Medium is still in a drive, but the contents of the side that was loaded are no longer accessible.
A side is accessible if an application can perform I/O on it. This distinction is most marked in the case of certain tape drives. Inserting a tape into one of these drives does not make its contents accessible. A portion of the tape must be pulled out of the cartridge and wrapped around the tape drive head, a process sometimes referred to as loading.
Side States
Since data is stored on a medium side, states associated with sides reflect usage rather than physical location. Table 2.5 lists and describes the Removable Storage media states.
Table 2.5   Side States in Removable Storage
Side State
Description
Allocated
A side that has been claimed for use by an application. The side is not available to any other application.
Available
A side that is available to be claimed and used by any application. 
Completed
A side that is in use, but can no longer be used for write operations. The side is physically or logically full.
Decommissioned
A side that can no longer be used because it has crossed a usage threshold. It has reached its allocation maximum (specified by the administrator or an application) and cannot be used again.
Unrecognized
A side whose label types and label IDs are not recognized by Removable Storage.
Imported
A side whose label type is recognized by Removable Storage, but whose label ID is not. It is a new side that Removable Storage has never seen before, but whose format it recognizes.
Inaccessible
A side of a multi-sided cartridge that is in a drive, but not the accessible side.
Incompatible
A side that is not compatible with the pool in which its medium was identified. The medium containing the side needs to be immediately ejected from the library. 
Reserved
The second side of a two-sided medium. It is unavailable for allocation to all but the application which already has the first side allocated.
Unprepared
Side that is not claimed or used by any application, but which does not have a free label on it. Applications cannot allocate unprepared media. This is a temporary state. See the following discussion on the interplay between media states and pools.
State Transitions
The state a physical medium or side is in determines what can happen to it next. The transitions for physical media are fairly straightforward. A medium starts off idle and goes to in use when it’s being moved to a drive or IE port. Once in a drive, it goes from mounted to loaded. When it is dismounted it goes from unloaded, to in use, and then to idle when it is back in its slot.
More interesting and complex are the state transitions associated with sides.
When a medium is inserted into a library, Removable Storage tries to identify it by reading the labels on its sides. If Removable Storage recognizes an OMID (both the label type and ID) this medium is reentered into a library. Removable Storage notes the change in location, and its sides keep the same state they had when the medium was ejected from the library. If Removable Storage does not recognize the label type, it sets the side’s state to unrecognized. If Removable Storage recognizes the label type but not the label ID, Removable Storage sets the side’s state to imported.
If a medium is found to not be compatible with the current library, Removable Storage sets its states to incompatible. This might happen if a medium with a form factor (size and shape) identical to that supported by a library, but different in the way information is recorded, is inserted into that library. For example, there are several tape media types that use an 8mm form factor. Since all attempts to read the medium fail, it is incompatible with the library. Media in the incompatible state cannot be changed to another state, and needs to be ejected from the library.
Removable Storage initially sets the state of inserted CD-ROM media to imported.
Sides that are unrecognized can only be changed to available. Generally, unrecognized sides are either on media that have never been used before or were used in a way that is unrelated to any of the Removable Storage client applications and so the contents are not useful. Figure 2.4 describes the legal state transitions for a side.
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Figure 2.4   Media States
Free Media
Sides that are freely available for any applications to use are in the free pool in the available state. Removable Storage writes a special label (called a free label) on these media so that it can clearly identify these media as holding no useful data. While Removable Storage is in the process of writing a free label, it marks the side as unprepared. This is usually a transitory state, but can persist if, for example, the medium with the side being labeled is in the offline physical media location. Such a side stays in this state until inserted into a library. Any transition into the available state results in writing a free label and therefore passes through the unprepared state.
Application-Specific Media States
When an application needs to claim a side for its use it allocates an available side. This process changes the state of the side from available or imported to allocated. An application allocates a medium that is in the imported state when it recognizes that the new side has data that it needs. When it no longer needs any of the data stored on the side, the application deallocates the side, changing its state back to available.
When a medium is full in some sense — either the side can hold no more data or the application can write no more — an application can mark the medium as complete.
Removable Storage keeps track of the number of times a side is allocated. When this count crosses a threshold, the side is decommissioned. Sides in this state are past their useful life. This count is checked when a side is deallocated.
Since the sides of a two-sided medium are allocated separately, it is possible for an application to try to allocate both sides, or to have the second side claimed by a different application. Having two separate applications allocate the sides of a medium can be problematic, especially in circumstances where media are moved between systems. Removable Storage provides a mechanism that applications can use to eliminate this problem. When an application allocates the first side of a two-sided medium the second side is placed in the reserved state. Only the application that allocated the first side can allocate the reserved second side. If the application determines that it does not need the second side, it can change the state of the second side back to available.
When an application deallocates one side of a medium that contains reserved sides, Removable Storage changes the state of all reserved partitions to available.
Relationship Between Media Pools and States
There are relationships between the various system and application media pools and the states of the sides they contain.
The import pool can hold only media in the import state. Sides in the unrecognized pool can only be in the unrecognized state. In fact, these pools hold sides in these states until applications need them (for example, to move them to application pools). A side in the import state which is moved to an application pool remains in the import state until the application writes a new label on the side and informs Removable Storage.
Sides in the free pools are always in the available state (or the transitional unprepared state). Sides moved into one of the free pools automatically have free labels written on them. Application pools can hold media in any state, except reserved, decommissioned, and unrecognized.
Removable Storage provides a few shortcuts to move sides among pools while changing their state. Normally, an application allocates a side that is in its application pool. However, an application pool property allows Removable Storage to move a side into an application pool when an application tries to allocate a side. If the application tries to allocate a side in a pool in which there are no available sides, Removable Storage moves a side from the appropriate free pool into the application pool and puts it into the allocated state. Conversely, another application pool property indicates that when allocated sides in the pool are deallocated they need to be returned to the appropriate free pool along with the change to the available state.
Administering Removable Storage
Systems with a few stand-alone drives and a single Removable Storage-aware application typically require no Removable Storage administration. Systems with more complex configurations, such as those with tape or optical disk libraries or multiple Removable Storage-aware applications, do require administration, however. There are also rare cases in which a Removable Storage-aware application does require some administration on a system with a simple configuration.
Device Support
There are many drives and robotic libraries available, and not all of them can be supported. See the Microsoft Windows 2000 Hardware Compatibility List (HCL) link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
Each of the supported robotic libraries has its own configuration method and options. In order for them to work correctly with Removable Storage you must configure your robotic libraries with certain settings of these options. Please consult the HCL for the proper configuration settings for all supported drives and robotic libraries.
Installing and Configuring Removable Storage-Aware Applications
Under normal circumstances, Removable Storage-aware client applications can perform any Removable Storage configuration or setup that they need at the time they are installed. If such an application requires an application media pool, for example, then the pool needs to be created when the application is installed and the permissions need to be set accordingly at that time.
Some applications use their own format or labeling scheme. In order for Removable Storage to correctly process OMIDs on the sides written by these applications, it needs a special dynamic-link library (DLL) that can read the label and determine the OMID. Such a DLL is called a media label library (MLL), and client applications that use them must install them.
Preparing Media
Most applications draw available media from the free pool. Placing media in the free pool is also called “preparing” the media, and must be done either by a Removable Storage-aware application or by an administrator. If your Removable Storage-aware applications do not automatically prepare media, you might have to use the Removable Storage snap-in. You can prepare media in the unrecognized pool, and you can prepare media in the import pool if you are certain that the media contains no useful data. Available media in application pools can also be prepared, but Removable Storage does not prepare allocated media.
To prepare a tape, for example, in the Removable Storage snap-in, right-click the media in the details pane, and then click Prepare.
Using Operator Requests in Removable Storage
A Removable Storage operator request is a request for an administrator to perform a task. Operator requests can be issued by Removable Storage or by Removable Storage client applications. Removable Storage generates operator requests in the following situations:

Media must be moved online because an application has initiated a mount request for a medium that is offline.

There are no available media online. An application has asked for available media and there are none online in the specified application media pool or the appropriate free media pool. The administrator can supply new media or available media that is offline to satisfy the request.

A device failed and requires service.

A drive needs to be cleaned and there is no usable cleaner cartridge available in the library unit.
Operator requests are displayed in the Removable Storage snap-in. Administrators can satisfy or cancel operator requests. After satisfying an operator request, the administrator must acknowledge the request in the Removable Storage snap-in. When an administrator cancels an operator request, Removable Storage notifies the application that generated the request. Removable Storage saves operator requests for less than one hour after they have been satisfied or canceled.
Security
Removable Storage provides security for itself, media pools, and libraries. It contains an access control list (ACL) that controls who can connect to the service and who can work with operator requests. To edit this ACL, right-click the root node in the Removable Storage snap-in. Each library has an ACL that governs who can perform specific tasks, and each pool also contains an ACL. Table 2.6 describes what permissions are required for specific snap-in operations.
Table 2.6   Permissions Required For Removable Storage Snap-in Operations
Function
Media Pool
Library
Service

Use
Modify
Control
Use
Modify
Control
Use 
Modify
Control
Connect to the service






X



Create media pools

X








Delete media pools


X







Dismount media
X


X






Mount media
X


X






Move media from pool to pool

X








Open the library door





X




Delete a library




X





Dismount a drive





X




Eject media





X




Insert media





X




Inventory a library





X




Cancel an operator request








X
Satisfy an operator request








X
Clean a drive





X




Insert/eject a cleaner





X




Controlling the Service
Removable Storage is configured in Windows 2000 to start automatically when you start your computer. It is possible to change the service to be manually started, but this is highly discouraged. Disabling the service breaks several applications that are included with Windows 2000, such as Backup and Remote Storage.
As with other Windows 2000 services, Removable Storage can be stopped, started, and restarted by means of the service control manager.
Service Startup Tasks
Removable Storage performs several tasks when it starts. During some of these tasks Removable Storage is unavailable to administrators and client applications. At other times during startup it can accept requests; however, execution might be delayed while Removable Storage completes this initialization. The following steps outline the process performed by Removable Storage during startup:
Note   It is important to note that the process is the same whether Removable Storage is starting after a system start or simply restarted while the system is running.
 1.
Cancel all work items that are still in queue from the last time the service ran.
 2.
Configure libraries, including associating drives with changers and identifying stand-alone drives.
 3.
Inventory the contents of each library. Removable Storage performs an inventory in each library according to its set default. At this point Removable Storage determines which slots have media and which media need identification. It also empties the drives, if possible. If the drives are currently in use, Removable Storage leaves the media in the drive and examines the media in the drive at a later time.
 4.
Start accepting requests from applications.
 5.
Complete the default inventory work, identifying media as needed.
Device Configuration
Because Removable Storage manages removable media devices, it relies on Plug and Play to tell it which devices are attached to a system, but Removable Storage must match drives with robotic libraries. If Plug and Play indicates that a robotic library is attached to a system, Removable Storage must go through the list of drives that are also attached and detect which ones are actually inside the robotic library and which are stand-alone drive libraries. If certain rules are followed, Removable Storage can do this mapping entirely on its own. If these rules cannot be followed, you must manually map drives to robotic libraries.
Auto-Configuration
Removable Storage auto-configures robotic libraries if the following are true:

Robotic library hardware units support drive element address reporting with the ReadElementStatus SCSI command. Consult the manufacturer to find out if your library hardware unit supports this feature.

All drives inside a robotic library are on the same SCSI bus as the library.
Manual Configuration
Because not all library hardware units and system configurations support the Removable Storage auto-configuration feature, Removable Storage provides a method for manually configuring library hardware units. However, only use this method when it is necessary, because Removable Storage cannot detect manually configured changes. In general, manually configure Removable Storage only when it detects a robotic library that it cannot configure. After it is set for manual configuration, a changer does not participate in auto-configuration even if its configuration is changed.
In most cases, Removable Storage starts auto-configuration after hardware is installed, moved, or removed. This happens automatically when you restart after adding the device. For changers that cannot be auto-configured, Removable Storage adds incomplete registry entries and generates an operator request to manually configure such changers. The following procedure can be used to manually configure Removable Storage.
To manually configure Removable Storage
You must complete all of the following steps to manually configure Removable Storage:
Caution   Do not use a registry editor to edit the registry directly unless you have no alternative. The registry editors bypass the standard safeguards provided by administrative tools. These safeguards prevent you from entering conflicting settings or settings that are likely to degrade performance or damage your system. Editing the registry directly can have serious, unexpected consequences that can prevent the system from starting and require that you reinstall Windows 2000. To configure or customize Windows 2000, use the programs in Control Panel or Microsoft Management Console (MMC) whenever possible.
 1.
Stop Removable Storage.
 2.
Back up the Removable Storage database by copying the files in %SystemRoot%\System32\ntmsdata\ to a secure temporary directory.
 3.
Restart Removable Storage. Note all the drives that appear as stand-alone drive libraries. Removable Storage displays all drives that are not mapped to a changer as stand-alone drive libraries, including ones that are actually in the changer but are unmapped.
 4.
Empty all drives on your system.
 5.
Place a medium in a drive in the library you are trying to configure, either by opening the library door or through a front panel and IE port (see your changer’s documentation for details about how to do this). Click Refresh in the snap-in for each of the stand-alone drives, and then find the one that now shows that it has media in it. Open the property sheet for that drive and note the device name on the Device Info property page. Complete this step for each drive in the changer that you are trying to configure.
 6.
From the Start menu, click Run, type regedt32.exe or regedit.exe, and then click OK.
 7.
In the Removable Storage configuration information in the registry subkey HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\NtmsSvc
\Config, create a REG_DWORD entry called AutoCfg and set the value to 0.
 8.
Stop Removable Storage.
 9.
In the registry editor, navigate to HKEY_LOCAL_MACHINE\System
\CurrentControlSet\Services\NtmsSvc\Config. The Config subkey contains a subkey for each changer (such as Changer0) and a subkey for each stand-alone drive. Each changer subkey contains an entry for each drive bay in the changer, such as DriveBay0.
10.
For each drive bay entry that has the value “???”, replace that value with the device name (without any initial “\” or “.” characters, such as “Tape3”) of the drive in that bay.
11.
Close the registry editor.
12.
Restart Removable Storage. Removable Storage reads the new configuration information and initializes the devices.
13.
Using the snap-in, mount a medium in each drive in the library after Removable Storage is initialized. If any of the configurations are incorrect, Removable Storage generates an error message either during initialization or the mount.
14.
If the manual configuration was unsuccessful, stop the Removable Storage process. Copy your backup version of the Removable Storage database files back to the %SystemRoot%\System32\ntmsdata\ directory to restore the database and restart the manual configuration process.
If Removable Storage does not generate any error messages, the manual configuration was successful, and you have completed the manual configuration process.
Database Backup and Recovery
Removable Storage stores its catalog of media in a database on disk. While Removable Storage can recover some of the information by inventorying the attached libraries, all of the application-oriented information might be lost if the database is lost. For this reason, the Removable Storage database must be backed up regularly. For more information about backing up the Removable Storage database, see “Backup” in this book.
Maintaining a Consistent Database
The default location for the Removable Storage database is %SystemRoot%\System32\ntmsdata, which normally contains four files and a folder. Unless you change the location where the database is stored Backup takes the proper steps to create a consistent backup of the database when ntmsdata is selected for backup.
If you decide to move the database or if you do not use Backup, you are responsible for ensuring that you get a consistent database when you do a backup.
Important   The backup application that you use is responsible for backing up Removable Storage. If you do not use Backup, which is part of Windows 2000, and you do use Removable Storage, verify that the backup application backs up Removable Storage.
The database must be internally consistent to produce a backup that can be restored successfully. There are two ways of doing this: shutting down Removable Storage and exporting the database. The latter is what Backup does if you have not changed the location of the Removable Storage database and you select ntmsdata. If you can shut down Removable Storage while backing up the database, your backup operation can simply make copies of the database files themselves. If shutting down the service is not an option (for example, because a Removable Storage–aware application must remain running), you must provide a way for Removable Storage to export a consistent copy of the database for backup. You can also create a small Removable Storage–aware application that calls the ExportNtmsDatabase API. For more information about this API and about writing Removable Storage–aware applications, see the Microsoft Platform Software Development Kit (SDK) link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.
Tracking the Backup Media
The administrator must always know the location of the most recent Removable Storage database backup. To help identify the backup during disaster recovery, the administrator needs to record and maintain the medium display name and the on-media identifier in a safe place.
You might need this information to help the backup application identify the media from which to restore the database. You can get the display name from the property page for the medium, and the on-media identifier from the property page on the property sheet for the medium side.
Recovering the Database Files
Note   The information in this section assumes that there has been no change to the system configuration that affects Removable Storage since the backup was made.
To allow the recovery application to access media, it must be mounted in a drive. If you are going to restore the database using Backup, then Removable Storage must be running and you can use Removable Storage to mount the media, but without the full database you’ll have to get Removable Storage running with enough of a database to mount the database backup tape for Backup. To do this, delete any files that might be in ntmsdata and start Removable Storage. Removable Storage then inventories each of the libraries attached to the system.
Tip   For large libraries, this might take hours. To minimize the time for this process, perform standard backups often.
Tapes made with Backup show up in the import pool. Start Backup and have it move these tapes to its own application pool. Select the ntmsdata directory and start a restore process. Backup will store the database files and set Removable Storage to run on the recovered database after the next service restart.
If you are not using Backup, you need to use other means to mount the media, restore the files, and recover the database. Most libraries have doors or front panels that you can use to mount media manually. Next, copy or restore the database files to disk. If Removable Storage is not running, you can copy the database files to a directory that holds the Removable Storage database (%SystemRoot%\system32\ntmsdata is the default directory). Then start Removable Storage. If you must have Removable Storage running while you are restoring the database files, copy or restore the database files to the directory \Export, which is a subdirectory of the one that contains the database, and run a utility that calls ImportNtmsDatabase. For more information about creating this utility, see the Microsoft Platform Software Development Kit (SDK) link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources. For more information about recovering Removable Storage, see “Repair, Recovery, and Restore” in this book.
Updating the Restored Database
The recovered database might not be synchronized with the state of media when the database was lost. Table 2.7 describes some reasons why the Removable Storage database might not be synchronized and how Removable Storage-aware applications can resolve each problem.
Table 2.7   Synchronizing Restored Database Files
Problem
Solution
A medium is deallocated by an application after the backup but before the disaster and remains in the application media pool. Removable Storage recognizes this medium as allocated and puts it in the application media pool.
The application can deallocate this medium again.
A medium is allocated by an application after the backup but before the disaster. Removable Storage puts the medium in the import media pool.
The application can allocate this medium directly out of the import pool.
Note   An application can recover the Removable Storage database when it has been lost,there is no backup copy, and the application has not lost the database that refers to the lost Removable Storage database. This process requires significant knowledge on the part of the administrator of the application.
Using the Removable Storage Snap-in
The Removable Storage snap-in allows you to perform several tasks. The snap-in can be found beneath the storage node in the Computer Management snap-in. It can also be started directly from the command line, by running Ntmsmgr.msc.
Inserting and Ejecting Media
Removable Storage uses a library’s IE port, if it has one, for inserting and ejecting media, or it uses the door. Selecting an insert task on a library with a door but no IE port results in the same behavior as if you selected a door access.
When using a door access to enter or remove media, make sure that you consult the property page for the library and the document for the changer to determine the proper slot numbers. Most changers label each slot clearly, but some do not.
Caution   If during a door access you exchange media in libraries without bar codes, you need to run a full inventory after completing the door access. The change is not detected by a fast inventory and an identity mismatch occurs the next time media in the slot is mounted.
Tables 2.8, 2.9, and 2.10 show the results of moving CD media, tape media, and optical/rewritable media among media pools.
Note   Because CD media are read-only, Removable Storage does not allow each medium to be placed in the free pool.
CD media appear in the unrecognized pool only if they are formatted with a file system that Windows 2000 does not recognize.
Table 2.8   Moving CD Media Among Media Pools
From/To
Import Pool
Unrecognized Pool
Application Pool
Import

Not Allowed
OK
Unrecognized
Not Allowed

Not Allowed
Application
OK
Not allowed


Table 2.9   Moving Tape Media Among Media Pools
From/To
Free Pool
Import Pool
Unrecognized Pool
Application Pool
Free

Not Allowed
Not Allowed
Retains Free Label until application writes new label.
Import
Write Free Label

Not Allowed
Not Allowed
Unrecognized
Write Free Label
Not Allowed

Not Allowed
Application
Write Free Label
Not Allowed
Not Allowed
Retains current Label
Table 2.10   Moving Optical/Rewritable Media Among Media Pools 
From/To
Free Pool
Import Pool
Unrecognized Pool
Application Pool
Free

Not Allowed
Not Allowed
Retains Free Label until application writes new label.
Import
Write Free Label

Not Allowed
Retains label already on media.
Unrecognized
Write Free Label
Not Allowed

Not Allowed
Application
Write Free Label
Not Allowed
Not Allowed
Retains current Label. Both sides are moved.
Inventories
There are two types of inventories, fast and full. You can set which is to be used as the default inventory method in the Library property page in the Removable Storage snap-in.
A fast inventory only checks for slot state changes between full and empty. If the Removable Storage database indicates that a slot has a cartridge in it, but the fast inventory shows that it no longer has a cartridge, Removable Storage marks the cartridge that was in the slot as offline. If a slot was empty and is now full, Removable Storage identifies the cartridge in the slot. Slots that remain full are assumed to contain the same cartridge. Full inventory actually identifies each medium. This can take a while, unless the media has bar code labels. A full inventory of bar code–labeled media only reads the bar codes. Full inventories of media that are not bar coded read the on-media identifier on each medium in the library.
Cleaning Drives
Some drives, especially tape drives, require periodic cleaning. Usually there is a light on the front of the drive that indicates that a drive is dirty, and in this state most I/O operations fail. Under most circumstances a drive detects that it is dirty while a Removable Storage client application is running. How the client application handles this situation is typically described in the documentation for that application, but for some changers Removable Storage can automatically clean the drive for you after the application is finished using the drive.
In the Removable Storage model of device maintenance, each library unit can contain one cleaner cartridge. There is a wizard available through the snap-in, which you can use to insert a cleaning cartridge into each library that supports automatic cleaning.
Removable Storage maintains a usage count for each cleaner cartridge. When a cleaner reaches its maximum usage count, Removable Storage generates an operator request. If the administrator ejects a cleaner cartridge before it has reached its maximum usage count, Removable Storage displays the usage count information.
Caution   Problems occur if Removable Storage attempts to identify a cleaning cartridge as a regular medium. Most drives treat cleaning cartridges differently from regular media, and this different behavior can result in Removable Storage error messages that might appear as if Removable Storage or the library is malfunctioning. Never start Removable Storage for the first time with a cleaning cartridge in the library, or attach a new library with a cleaning cartridge inside. In both these cases Removable Storage performs a full inventory of the library, which includes trying to identify each cartridge. In addition, never insert a cleaning cartridge using the same mechanism used for ordinary media. If there is any doubt about the Removable Storage database’s consistency, please remove the cleaning cartridges from the attached libraries. These problems might appear if the database becomes inconsistent or is restored from an old backup.
Work Queue Items
You can use the property page about the work queue item to control how long completed and failed work queue items are retained. If you are having problems you might set the work queue to retain failed items so that you can investigate. The property page for each failed item shows the reason that it failed.
On startup you might see a number of canceled work queue items. When Removable Storage is shut down there might be work queue items still queued. These are canceled the next time Removable Storage starts up.
Operator Requests
Use the property page on the root node of the Removable Storage snap-in to set a method to receive notification of outstanding operator requests. The two available methods are Windows 2000 Messenger Service and a system tray icon. When the messenger service is selected, an application message appears whenever there is an operator request. Make sure that the Messenger Service is running if this option is selected, and then start the Removable Storage snap-in to view the operator request queue and determine what Removable Storage is asking you to do.
If the system tray method is selected, a system tray icon appears whenever there is an outstanding operator request. Clicking on the system tray icon displays a snap-in of operator requests, making it easier to mark them refused or complete. All operator requests must be completed or refused.
The property page of the operator request node in the Removable Storage snap-in lets you set how long to retain completed and failed (including canceled) operator requests. It also provides buttons that can be used to process deleted, completed, and failed operator requests immediately. The Default button deletes all requests specified by the controls on the properties sheet, while the Delete all now button deletes all completed and failed requests.
Library and Drive States
A library is online while it is operating and connected to the computer that is running Removable Storage. A library is not present if it is not operating or if it is disconnected from the computer. Both robotic and stand-alone libraries can be either online or not present. If a library is removed, the administrator must manually delete the library from Removable Storage. Removable Storage does not automatically delete libraries to avoid deleting information that might still be valuable if the library was disconnected inadvertently or temporarily.
Drives in offline libraries are offline, but media in offline libraries are considered online since they reside in a library. Offline media physical locations, then, are different from offline libraries.
Scripting
You can create command scripts to perform routine or automated activities using the Removable Storage command-line program Rsm.exe. You can use this program to have Removable Storage perform a number of activities, such as ejecting tapes, creating medial pools and so on.
Troubleshooting
Problems with Removable Storage can be caused by hardware or software. The information required to help you resolve either type of problem is contained in the following paragraphs.
Configuration
If you are having problems with Removable Storage correctly configuring your devices, please consult the HCL to make sure your device is supported. If it is, make sure you have configured the device according to the guidelines listed for your device on the HCL. Many changers support many operational configurations, while Removable Storage requires certain settings of these configurations.
Make sure that the hardware is configured correctly. If the device is attached to the host by means of a SCSI bus, ensure that the bus is configured correctly, with no SCSI ID collisions, with proper termination and in accordance with all cable length and SCSI controller parameters, and so on. IDE devices need to be properly configured as master or slave devices and the like.
If all the hardware is configured properly, make sure that Windows 2000 has found the devices and loaded the drivers for them. Make sure you should see your changer under Media Changers in the Device Manager, and any drives under Disk drives or Tape drives. If a driver is loaded, check the system Event Log to see if the driver encountered an error while initializing the device.
If all the devices are working properly, but Removable Storage is still unable to configure them automatically, try manually configuring the devices.
Operation
If you are getting failed work queue items, the property sheet gives a reason for the failure, which can help you diagnose the problem.
If your library is configured correctly but begins malfunctioning, the first place to look for the cause is the system log. Look for Removable Storage messages, but also look for change, drive, and controller error messages. If these devices are experiencing errors, take appropriate actions to clear the errors, such as power cycling or resetting the device.
Operations can begin failing if the system runs low on system resources, such as memory and disk space. You can determine if this is the case by checking the system Event Log.
If the devices and the rest of the system appear to be operating normally, stopping and restarting Removable Storage might clear problems.
If media that are associated with client applications known to Removable Storage are always placed in the unrecognized pool when inserted, or mount requests fail because of an OMID mismatch, the MLL might be missing or installed incorrectly. Information about MLLs is contained in the registry entry HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\NTMS\OMID\Tape.
Typically, the directory %SystemRoot%\System32 contains all media label library DLLs and is accessible only by administrators.
Remote Storage
Remote Storage runs on computers running Windows 2000 Server. There are two layers to the storage hierarchy. The higher layer, local storage, is made up of the local NTFS volumes of the Windows 2000 file server hosting the Remote Storage software. NTFS volumes are managed at the root of the physical volume. The lower layer, remote storage, stores the data that has been copied from local storage.
Important   Remote Storage is available on computers running Windows 2000 Server. It is not part of Windows 2000 Professional.
Remote storage uses a single or multiple tape library. Within a single library, two drives at most are used at a particular time; one for managed data entering remote storage, and one for recalled data leaving remote storage.
Basic Concepts
Remote Storage manages data in local storage, moving less-used data to remote storage, making local storage available for new data. Remote Storage automatically manages the movement of data between local storage and remote storage according to administrator-defined guidelines set for each local storage volume. The administrator-defined guidelines consist of:

Desired Free Space. The amount of free space specified to be kept on the managed volume.

File Selection Criteria. Criteria that determine which data is eligible for movement to remote storage.
To prepare for the need to free space on local storage, Remote Storage regularly premigrates (copies) the unnamed data attribute of all eligible NTFS files on local storage to remote storage making these files premigrated files. The last access time of the file does not change when a file is premigrated. When free space on local storage is less than the Desired Free Space, premigrated files are automatically and immediately converted to placeholders until the desired amount of free space is available. A placeholder is an NTFS file which points to the copy of its unnamed data attribute in remote storage and has its unnamed data attribute truncated (removed) from local storage. The placeholder is marked with FILE_ATTRIBUTE_OFFLINE. Even though Remote Storage has changed the physical size of the file on local storage, the logical size and the date/time (create, last modified, last accessed) of the file remains unchanged. Users or applications (for example, disk quotas) that utilize file size are not affected by Remote Storage data migration. Users see all files regardless of storage location, as shown in Figure 2.5.
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Figure 2.5   File Migration Representation
If a user or application reads, writes, or memory maps a placeholder that was opened using the normal NTFS open request (with no special flags), the unnamed data attribute of the file is automatically recalled from remote storage to local storage, returning this file to the premigrated file status, and the request completes. The latency of the first read, write, or memory map depends on the following criteria:

The type of remote storage (random access or serial access).

If remote storage is removable media, whether or not the media is mounted.

The speed of the device accessing the data (drives or head speed).

The availability of the devices in remote storage.

Whether or not there is space to recall the file on local storage.
Notification can be issued to the user when the recall takes a while to complete. If remote storage is inaccessible, the open request fails.
Note   FILE_FLAG_OPEN_NO_RECALL is a new flag supported for Windows 2000. If the open request is issued with the new FILE_FLAG_OPEN_NO_RECALL flag, the requested amount of data is read and cached internally and returned to the caller. However, the file remains truncated. The file is read-only, and the data is placed directly into the read buffer, bypassing local storage. The file remains truncated.
If the open request is issued with the FILE_FLAG_BACKUP_SEMANTICS flag, the unnamed data attribute of the file is not recalled. This allows backup programs prior to Windows 2000 to interact with Remote Storage. FILE_FLAG_OPEN_NO_RECALL is added for the legacy backup programs so that the file can be backed up without being recalled.
If you do not want legacy backup applications to back up Remote Storage files, you can set the registry value HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\RSFilter\Parameters\SkipFilesForLegacyBackup to 1. Restarting or stopping and starting Remote Storage is required for this change to take effect.
Placeholders and premigrated files can be renamed without affecting the management of the data. When placeholders or premigrated files are copied, the file is recalled and the entire file contents are copied to the new file. The original file remains a premigrated file, while the new file is neither a placeholder nor a premigrated file.
Remote Storage provides disaster prevention and recovery features, including:

The ability to generate multiple media copies of removable media.

The ability to replace damaged removable media while Remote Storage is running.

The ability to recover from loss of Remote Storage metadata.
Remote Storage interfaces are integrated with Windows 2000 Explorer and the Disk Management snap-in. The Remote Storage snap-in allows an administrator to:

Allocate and configure Remote Storage remote storage devices and media.

Set Remote Storage systemwide feature options.

Configure Disk Management settings for Remote Storage–managed volumes.

View information about Remote Storage activity.

Recover from media disasters.

Create and submit jobs.
Remote Storage restricts the number of data paths accessing remote storage. Objects are copied into remote storage using one data path while objects are recalled to local storage using the second data path. Data might be entering and leaving remote storage at the same time, but multiple data paths in the same direction are not allowed.
Note   The maximum size of data managed is equal to the amount of media within a storage pool.
The minimum size of managed data is the size which results in space being reclaimed in local storage. This is equal to the amount of space used in the master file table (MFT) record for the file to hold the placeholder data.
Benefits
Remote Storage provides the following benefits to its users:

A virtual expansion of local storage space using lower cost remote storage.

Transparent automatic access to data in remote storage.

Automation of the labor-intensive overhead associated with daily manual data management operations.

Centralized sharing of remote storage for multiple volumes.

Integration with the following features of the Windows 2000 operating system:

MMC interface

Windows 2000 Explorer

Windows 2000 Disk Management

Event logs

Windows 2000 Security

NTFS

Job Scheduler

Microsoft® Systems Management Server

Active Directory™ directory service

Indexing Services
Local Storage Management
Remote Storage manages NTFS volumes on a computer that is running Windows 2000 Server. Remote Storage does not support clustering.
Remote Storage manages free space on a logical volume. Management begins at the root of the physical volume.
NTFS volumes that reside on removable media can be managed. However, the placeholders on the removable media are not recallable if the volume is plugged into any computer other than the original computer being managed.
Disk Management Attribute
Remote Storage provides a single, system wide, Desired Free Space setting that can be applied to each managed volume. This setting establishes a threshold that triggers an automatic file truncation to free storage on the managed volume when free space is too low. The Desired Free Space setting can be specified by the administrator.
When you initially configure the Desired Free Space for a new managed volume, a reasonable predetermined default value is displayed. Separate from the default value, the system allows an administrator to set a new Desired Free Space for several different managed volumes all at the same time.
The single, system wide, Disk Management attribute is used for truncating premigrated files. The Disk Management attribute is not used to determine how much data is premigrated at a time.
Files are selected for Remote Storage based on the following criteria:

Path name.

File names, including wildcard characters in names.

Inclusion or exclusion of specifications.
The following criteria can be applied to an entire volume but not at an individual file level:

Last access date or inactivity period

Owner

File size

System and hidden files
By default, the Windows 2000 system files or any files marked with the system attribute are excluded from premigration by Remote Storage.
The administrator uses these criteria to specify the eligible files. The inclusion and exclusion rules are applied such that the more specific a rule is to a file, the higher its priority. For example, the rules of “Exclude \*.*” and “Include \PROG\*.EXE” causes the file “\Prog\Test.exe” to be included and “\Test.exe” to be excluded.
The implementation of the selection criteria decision engine is extensible using a Component Object Model (COM) interface, so that it can be enhanced in the future and can allow user modifications.
Manage Files
The administrator schedules the management of files based on the specified file selection criteria. All files which meet the criteria are premigrated. The Desired Free Space is not used to determine how many files to premigrate. Premigrated files are tracked to allow rapid file truncation.
Even though Remote Storage changes the physical size of the file on local storage, the logical size and the date/time (create, last modified, last accessed) of the file remains unchanged.
Remove Volume From Management
This action removes the volume from management, and can optionally recall all files from Remote Storage.
Automatic File Truncation
Remote Storage initiates Automatic File Truncation whenever a managed volume’s free space level is less than the Desired Free Space. Eligible premigrated files are truncated to free space on local storage. The premigrated files are quickly identified and truncated, based on the last access date. If the premigrated file has not been modified, then the file is truncated and becomes a placeholder. If the premigrated file has been modified, the file is not considered premigrated any longer and is returned to “normal file” status. Additionally, the capacity flow meter is decremented and the data for the premigrated file in remote storage is marked as “deleted” to facilitate space reclamation. Reclamation is the process of deleting from the Remote Storage media pool files that are no longer of interest or are no longer necessary, thereby making that storage space available for reuse.
The automatic file truncation continues until the free space on the volume is greater than the Desired Free Space.
Scheduled File Truncation
Scheduled File Truncation can be scheduled by the administrator to force the truncation of premigrated files to placeholders. The premigrated files that meet the selection criteria are truncated regardless of the free space level of the volume. Premigrated files are checked to make sure that they have not been modified since they were premigrated. If the premigrated file has been modified, then the file is not considered premigrated and the file is returned to “normal file” status. Additionally, the data for the premigrated file in remote storage is marked as “deleted” to facilitate space reclamation.
This action allows proactive space management by an administrator. The action can be scheduled to reduce volume usage in advance of a known volume-intensive event, such as the installation of a very large application.
Validate Managed Files
Validate Managed Files can be scheduled by the administrator to validate placeholders and premigrated files that meet the selection criteria. Validation includes detecting placeholders moved among volumes, disconnected placeholders and modified premigrated files. Corrective actions are taken immediately to synchronize the placeholders and premigrated files with remote storage.
Validate Managed Files is used after restoring files to a volume or after disk errors on a volume. It can be scheduled to run on a regular basis (once a month) to validate the local storage and correct any inconsistencies.
Note   Recalls are logged in the Windows 2000 Event Log.
Local Storage
The unnamed data attribute of an NTFS file has the information being tracked by NTFS that is needed to manage the data. The modification time, logical size, physical size, and access time of the file are all kept relative to the unnamed data attribute. The modification time and logical file size are never changed for the file even when it is a placeholder.
First Read, Write, and Memory Map
The file is recalled if necessary on the first read, write, or memory map request. If the data is in remote storage but is not in the library, the recall does not succeed. Automatic recall of data that is not in the library is not available and fails with the message STATUS_FILE_IS_OFFLINE. The administrator needs to manually insert the media into the library and then try the recall again.
If a request is made against a premigrated file, it is not affected by Remote Storage. The data for the file exists locally on the NTFS volume and is accessed normally.
The client making the request on the server might time out. Client computers have their own configured time-out which is independent of Remote Storage, and if recalling the data takes longer than the time-out, the input/output request fails on the client. In Windows 2000, the time-out for accessing off-line Remote Storage files is 15 minutes.
Note   Changing attributes or ACLs or named streams in a file does not recall the file.
NTFS "File Open"
By default, when a placeholder is opened on an NTFS volume, the data is copied directly from remote storage to local storage and the file is considered a premigrated file. The last access time of the file is changed. Specific error cases arise because of the state of the system or the location of the data in remote storage. When the data cannot be brought back to local storage, the open request always fails with the message STATUS_FILE_IS_OFFLINE.
The FILE_FLAG_OPEN_NO_RECALL flag is honored if the file is opened for read access only, or if the open fails.
If the open request is made with the FILE_FLAG_OPEN_NO_RECALL flag the data is recalled at read time, cached, and placed directly into the application’s read buffer. This allows backup systems to get an image of the file that appears (and restores) as a premigrated file but that was not recalled by the backup application.
Note   The migrated data appears only briefly and is not actually copied to local disk storage.
Runaway Recall Detection and Prevention
Runaway recalls can be prevented by specifying that no more than a certain number of files can be recalled by a user from a volume in an hour. This is an administrator-defined setting, both in terms of enabling or disabling the feature, and in specifying the number of recall requests that are handled in a particular period of time.
Administrators can select exemption from any recall limit.
Deletion of a Premigrated File or Placeholder
No action is taken upon the deletion of a placeholder or premigrated file. It is not possible to synchronously determine when a file is going to be deleted.
Renaming, Moving, or Copying Placeholders and Premigrated Files
Files cannot be renamed across volume boundaries. Placeholders and premigrated files can be renamed only on the same volume. Renaming a file does not cause the data in remote storage to be recalled. Truncation and recall of these files are not affected.
Copying or moving placeholders between volumes causes the data to be recalled and the entire file, including all migrated data, is copied. At the end of a move operation the original placeholder file is deleted. Copying a file has the same behavior within a volume or across volumes. Moving placeholders on the same volume is a rename operation.
A placeholder can be moved to another volume within the same system by using Backup to back up and restore the placeholder to another volume. In this case, the moved placeholder points to remote storage and is valid to initiate a recall. A user-defined action to validate placeholders corrects any potential inconsistencies between the placeholder and remote storage. Even without the validation of a placeholder, opening the moved placeholder recalls the correct data; however, a volume decommission does not work properly.
Table 2.11 summarizes the results of the specific actions when the destination of the action is the same or a different volume.
Table 2.11   Results of Premigrated File Actions
Action
Destination Same Volume
Destination Different Volume
Copy File
Recall
Recall
Cut File
Recall and delete original
Recall and delete original
Move File
No Recall (is a Rename)
Recall and delete original
Rename File
No Recall
N/A
Volume Decommission
When a managed volume is decommissioned, the physical volume is not accessible. All information needed to decommission the volume is already known. Any data associated with the volume that is in remote storage is treated as available during space reclamation.
If placeholders are moved between volumes, the placeholders must be validated so that correct volume information is known about the placeholders. If the placeholders have not been validated, the volume decommissioning can cause incorrect data within remote storage to be treated as available during space reclamation. For more information about validating volumes, see “Local Storage Management” earlier in this chapter.
Restoring Placeholders from Backup and Disconnected Placeholders
A primary storage backup application, such as Backup, protects placeholders. If the placeholder is deleted, lost, or destroyed the only recourse is to retrieve a copy from the backup media. This is the same mechanism that must be used if any other file on the volume is deleted, lost, or destroyed.
The data in remote storage is accessible only through a placeholder. If the placeholder is deleted, that data is inaccessible. If a placeholder is restored from backup, the placeholder is reconnected to that data.
Disconnected placeholders are placeholders whose file contents have been removed from remote storage. These placeholders might have been restored from backup after the space in remote storage was reclaimed or the data within remote storage might be physically unavailable because of media failures. Disconnected placeholders do not point to valid locations in remote storage and are cleaned up by validating placeholders. If the placeholders are disconnected, they are removed from the system to synchronize the remaining placeholders with remote storage.
Interaction with other Reparse Point Types
Volume mount points and symbolic links cannot be changed into placeholders. The system explicitly ignores these types of files.
Any file system scan that encounters a mount point or symbolic link does not follow the link: physical volume space is the scarce resource and mount points and symbolic links are virtual concepts that extend the directory view.
Placeholders Binding to a Specific Remote Storage
Placeholders identify the specific remote storage system which contains the managed data, tying a placeholder to a specific Remote Storage Engine. Placeholders cannot be moved between multiple remote storage systems.
Windows 2000 Security Integration
Remote Storage supports NTFS security features. Remote Storage only recalls files if the user has valid access to a placeholder. A placeholder is identified as a special remote storage reparse point. The security of the placeholder is determined by the security of the reparse point mechanism.
Administrators and regular users go through normal Windows 2000 user security checks. The Remote Storage Administrative user interface uses Windows 2000 permissions to grant or deny access to the user interface. Only user accounts in the Administrators group are allowed access to the user interface functions.
File Collocation
Files are grouped together by their volume and by the time that they were originally premigrated. The files remain grouped during all remote storage operations. No other grouping of files is supported.
Replication
Files that are being replicated can be excluded from the Manage Files action by the administrator using the file selection criteria.
Remote Storage Engine
Remote storage is the part of the system that holds the copies of the data. The Remote Storage Engine consists of the media used to store the data, libraries, and drives.
The Remote Storage Engine service runs on computers that are running Windows 2000 Server. Only one Remote Storage Engine can exist on a server. The Remote Storage Engine does not run on Windows 2000 Professional.
Flow Meter Capacity Metric
Remote Storage maintains a flow meter capacity metric monitoring the amount of data that is contained in remote storage, including overflowed and shelved data. Copying data from local storage to remote storage increases the value of the capacity metric. Removing local storage references to data in remote storage decreases the value of the capacity metric. The change in the capacity metric is immediate, but some operations are not immediately detected.
Remote Storage increments the value of the flow meter capacity metric whenever one of the following occurs:

A new file is managed.

A previously deleted placeholder is restored to a volume and reconnected to remote storage.
Remote Storage decrements the value of the flow meter capacity metric whenever one of the following occurs:

A premigrated file is modified.

A placeholder or premigrated file is deleted.

A file is unmanaged.
There might be a latency associated with the decrementing of the flow meter capacity metric since the detection of these conditions can happen at a later time.
Storage Pool
All remote storage in Remote Storage exists in a single storage pool: there is no storage pool management required.
Relocation is the movement of data from one remote storage pool to another. Since Remote Storage only supports a single remote storage pool, relocation is not supported in Remote Storage.
Remote Storage supports one storage library within the single tape storage pool. The library must have at least one drive, and two or more drives to support media copies. When multiple drives exist within a library, all drives must be identical in type (for example, density or firmware).
Handling of Physically Full Remote Storage
Remote Storage provides the following options for handling physically full remote storage situations:

Stop managing new files. Remote Storage becomes a recall-only system; this mode is invoked only after any possible space reclamation is performed.

Shelf Storage. Remote Storage cycles removable media to “shelf”; recalls of files stored on shelved media require administrator interaction.
Remote storage is considered full either when there is not enough scratch media or when the scratch media are not online. In either case, the administrator must provide manual intervention.
A notice is issued when physical remote storage utilization reaches the administrator-defined warning level.
Shelf Media
Shelf media for Remote Storage are media that are not currently accessible by the system. The medium with the data on it can be removed from the device and the media management subsystem tracks its location. Shelf media allow a system to have more data in remote storage than the device can physically contain.
For removable media, the administrator can remove media and optionally replace them with blank media. Remote Storage continues to premigrate data using the new media, and the removed media are considered shelf media. If a user needs access to data on shelf media, the administrator must place the shelf media in the library, and the new media become shelf media. Media do not need to be full to be shelf media.
Media Status and Location
When a medium is marked as having errors, the administrator is notified of the reason for the status change; the information is also kept in the Windows 2000 Event Log for later reference.
Media within a library are not tied to specific locations or slots. The system adjusts to media being in different locations, so media can be shuffled in a library.
Upgrading Remote Storage Libraries
Removable Storage provides Remote Storage with the ability to replace a library with another library containing identical media and data read/write mechanisms. The administrator must physically move the media from the old library to the new library, that is, physically replace the library, and then use the user interface to register configuration changes within Remote Storage.
Remote Storage Device Support
Remote Storage supports all 4mm, 8mm, and DLT tape devices supported by Removable Storage. Because Remote Storage supports only a single media type, a device cannot be a mixed media device.
Kernel-Level Drivers
Remote Storage utilizes Windows 2000 kernel-level drivers to support the management of tape devices. The Microsoft Certified device drivers provide the backbone of device support for Remote Storage.
Sharing Libraries with External Applications
Remote Storage cooperatively shares storage libraries with external applications using a common media management facility such as Removable Storage. A simple media management facility exists within Remote Storage that is usable by other applications.
Minimally, Remote Storage supports nonconcurrent library sharing with external applications. Specific device slots can be designated as in use by an external application.
User Interfaces
The Remote Storage snap-in presents a hierarchical view of the Remote Storage system. Each node in the hierarchy represents a different component of the Remote Storage system. This allows the system administrator to configure the components of the Remote Storage by invoking their corresponding configuration screens or property sheets.
The top level component of the Remote Storage hierarchy is the Windows 2000 Server hosting remote storage. All other components in the Remote Storage snap-in are descendants of the Windows 2000 Server hosting remote storage.
The Remote Storage user interface (UI) is comprised of four parts: the Remote Storage Administrative user interface; the Recall Notification user interface; Windows Explorer integration; and Disk Management integration. The Remote Storage snap-in runs on Windows 2000 Server and Windows 2000 Professional. The nonadministrative UIs (Recall Notification, Windows Explorer integration, and Disk Management integration) run on the same platforms.
Remote Storage Snap-in
The Remote Storage snap-in provides the following components:

Snap-in registration and initialization

Namespace node enumeration

Command architecture action enumeration

Toolbar and toolbar button enumeration

Menu and menu item enumeration

Drag-and-drop registration and negotiation

Persistent storage handling
The characteristics of the Remote Storage snap-in include the following:

A two-paned representation of the system in which the console tree contains a hierarchical view of the objects in an administered system, and the right view contains information, properties, and images describing the objects.

Easy access to frequently used features; features used less often don’t clutter the interface.

Direct manipulation of objects (drag-and-drop, inserting, deleting with single keystrokes, or mouse movements).

Use of visual metaphors: similar actions have similar interfaces.

Minimal intervention by the administrator when the Remote Storage is behaving correctly. However, when a problem arises, the Remote Storage snap-in provides very clear and unambiguous notification of the problem.

All administrative functionality housed in the user interface. No separate, stand-alone administrative utilities exist, although distributed end-user user interface tools exist outside the Remote Storage snap-in.

Integration of system configuration and monitoring in a single tool.
Recall Notification
On Windows 2000 recall notification can monitor currently active client initiated recalls. The name of the file is shown to the user when a recall is in progress.
This application allows the administrator to cancel the recall. This has the effect of freeing the application (the read, write, or memory map request fails) but, if data transfer has started, the file is still recalled.
Windows Explorer Integration
Placeholders in Windows Explorer are visually different from normal (untruncated) files, but premigrated files appear the same as normal files. Remote Storage integration with Windows Explorer requires adding a new property page to both the file and directory property sheets (accessible through Windows Explorer) to represent storage management properties. The new storage management pages provide information on migration status, premigrated file data location in remote storage, premigrated date and time, and possibly other relevant information. Users have read-only access to the new Remote Storage property pages, though they can force immediate premigration of individual files or entire directories by setting a Premigrate Now option on the Remote Storage page.
Specific integration areas include (in order of priority):
 1.
Windows Explorer does not open the unnamed data stream of placeholder files unless the user needs access to the file data. For less essential tasks, such as showing the icon in the file list, Windows Explorer must use a default icon or an alternative storage location.
 2.
Windows Explorer must preserve the last access date when a file is opened for behind-the-scenes use (for example, preserving the last access date when searching files for content indexing or when finding a string to satisfy a user query).
 3.
Content indexing or search operations needs to skip placeholders unless the user has been made aware of the consequences (such as the extended wait to fetch the data from remote storage) and wants to proceed. If the search includes placeholders, use FILE_OPEN_NO_RECALL on the open request. This open mode allows the file to be read without recalling it to primary storage.
 4.
When a list of files is displayed, the application needs to indicate which files are placeholders.
 5.
When showing file properties, those that are contained in the unnamed data stream are not be shown by default if the file is a placeholder. When the file is a placeholder, the user is alerted to this fact and made to take extra steps to retrieve this information.
 6.
Defer the read, write, or memory map of a placeholder until the last moment to avoid unnecessary recall in case the user aborts the operation. For example, do not open the file when Copy or Cut is selected; wait until the Paste operation is performed.
Remote Storage introduces a new property page into the property sheet for managed volumes, which shows statistics and graphics indicating the amount of free space, used space, space taken up by placeholders, and a representation of how much virtual disk space the placeholders represent.
Disk Management Integration
Windows 2000 Disk Management allows the user to bring up a property sheet for each volume on a computer. This property sheet is the same property sheet accessible through My Computer. The Remote Storage property sheet shows total used space, free space, premigrated file space, truncated files (placeholders), untruncated file disk usage, premigration space savings, truncated file compression ratio, percent of files that are placeholders, and other volume report information. The property sheet used by Windows 2000 Disk Management (and by My Computer) is Remote Storage–aware, but the Remote Storage snap-in is not required to use Disk Management.
Miscellaneous Windows 2000 Shell Integration
In addition to integration with Windows Explorer and the Windows 2000 Disk Management snap-in, the Remote Storage snap-in also integrates with the Windows 2000 shell in the following ways:

Major Remote Storage system events are logged with and reported from the Windows 2000 Event Log.

Controls, dialogs, and property pages are consistent with Microsoft® Windows® 95 and Microsoft® Windows® 98.
Local Storage Configuration and Management
Remote Storage supports the configuration and management of volumes for local storage. Volumes can be managed individually or in groups.
Disk Management (All Volumes Being Managed)
Disk Management, a subfolder of Remote Storage Computer in the snap-in, deals with the administration and configuration of all managed volumes.
Single Managed Volume
Individual managed volumes are controlled at the Disk Management level.
Directories and Files on a Single Managed Volume
Inside each managed volume are directories and files. Placeholders are shown differently from normal, untruncated files. If you are viewing the file in Windows Explorer, it appears with an overlay icon. From the command prompt, the Dir command displays the file size in parentheses.
Single Unmanaged Volume
The administrator has configuration control over volumes that have Remote Storage installed, but which are not currently managed by Remote Storage. Although a volume might not be currently managed, it can still have placeholders on it that can be recalled.
Local Storage Management Monitoring
Remote Storage supports the monitoring of local storage system activity by means of the Remote Storage snap-in. This monitoring occurs at the Disk Management level, the single managed volume level, for directories and files on a single managed volume, and for single unmanaged volumes.
Remote Storage Configuration and Management
Remote storage administration involves managing and configuring the storage devices and media that make up remote storage. The ability to configure and manage remote storage requires administrator privileges.
Remote Storage Management Monitoring
Remote Storage supports monitoring remote storage system activity by means of the Remote Storage snap-in. This monitoring occurs at the overall remote storage level and the volume level or libraries level.
Job Management and Monitoring
The Remote Storage snap-in provides wizards to create and define jobs.
The Remote Storage snap-in provides monitoring of jobs currently running in the system. This provides visual feedback of current system activity. All currently running jobs can be viewed in one monitor screen.
Setup, Installation, and License Management
System installation and setup are integrated with Microsoft® BackOffice® setup and license management. Remote Storage provides Systems Management Server extensions to improve distributed administration. The installation procedure provides an acceptable default configuration of the Remote Storage system that can be run in batch or interactive mode. The installation addresses the following areas:

Provides instructions and warnings on how the installation proceeds.

Explains license agreement.

Gathers user information (such as name and company).

Allows installer to select components to install.

Allows installer to specify location of Remote Storage server, UI administration tool, and other tools.

Selects premigrate volumes.

Selects media copying policy.

Selects program folder.

Copies files and installing, setting up the registry, and performing other tasks.

Sets up licensing defaults.

Reboots the system, if desired.
Remote Storage and Windows 2000
Remote Storage is integrated closely with Windows 2000. Table 2.12 provides details of this integration and describes the interfaces between Remote Storage and Windows 2000.
Table 2.12   Remote Storage and Windows 2000 Integration
Interface
Description
Placeholder format and reparse points
A placeholder has the system-defined $REPARSE_POINT attribute set with information that can identify and retrieve the unnamed data attribute from remote storage. The unnamed data attribute is in remote storage and its length is zero bytes. The reparse point type is Remote Storage.The recall mechanism is based on the reparse point being identified by NTFS and is an efficient mechanism that uses this information when recalling a file. 
File size of a placeholder
The logical file size of the unnamed data attribute of a placeholder is the size of the unnamed data attribute as it was before it was truncated. The physical size of the unnamed data attribute of a placeholder is zero bytes.
Disk quotas and remote storage
Disk quotas do not change. Disk quotas are based on the logical file size which is not changed by Remote Storage, therefore the amount of space in use on a volume is not reduced or changed by having data in remote storage.
Remote Storage stage change
Remote Storage supports a Distributed Component Object Model (DCOM) interface–based mechanism that can change the system status.
Event Log usage
Major Remote Storage system events are logged in the Windows 2000 Event Log. The Windows 2000 Event Viewer is used to see the logged events.The following events are optionally logged in the Windows 2000 Event Log:   Files being recalled
   Files being managed
   Files being truncated
   Media being mounted
   Jobs being run
   Files being scanned
Windows 2000 Job Scheduler
Remote Storage uses the Windows 2000 Job Scheduler to schedule Remote Storage jobs. Job status can be monitored from within the Remote Storage snap-in.Depending on the Job Scheduler, a job window can be specified that limits the amount of time spent in a single scan. This is useful because the system might have a large amount of data to manage and the scan might initially take too much time. A bookmark is kept where the scan stopped so the scan can continue from that point the next time it is run.
Windows 2000 registry usage
Remote Storage uses the registry to keep persistent information about startup, including the programs needed to initialize setup. 
Windows 2000 client time-out on recall
The registry entry HKEY_LOCAL_MACHINE\SYSTEM
\CurrentControlSet\Services\LanmanWorkstation\parameters
\OfflineFileTimeOutIntervalInSeconds controls the time-out period that the client uses when sending requests to a server. The default is value is 900 (or 15 minutes). You can increase this value on all Windows 2000 clients that open files on the volumes managed by Remote Storage. 
Multiple Remote Storage Interactions
A Remote Storage installation is limited to a single system running Windows 2000 Server in terms of hosting, Disk Management, and Remote Storage. There is no limit, however, to the number of stand-alone Remote Storage instances that can run on a homogeneous Windows 2000 network.
Moving Data Between Instances of Remote Storage to Another Remote Storage
To move managed data from one Remote Storage installation to another, the administrator recalls managed data and moves the data to another volume managed by Remote Storage that manages the data.
Recalling Across Remote Storage Instances
Remote Storage does not support recalling placeholders from a volume which has been managed at different times by two different Remote Storage instances.
Version Compatibility
Remote Storage does not provide an upgrade path for those running third-party remote storage products. Remote Storage provides a subset of features provided in previous remote storage products and is therefore not sufficient for upgrading the system. For example, an existing system with more than one device cannot upgrade to Remote Storage.
Remote Storage-Aware Products
Because Remote Storage manages data transparently for applications and users, there is no absolute requirement that other applications running on NTFS be Remote Storage–aware, that they contain specific code to recognize that Remote Storage is running. However, products that regularly open many files might cause a great deal of data to be recalled and reduce the benefits provided by Remote Storage. For best results, use Remote Storage-aware applications.
Important   Although the features included with Windows 2000 are Remote Storage–aware, many other applications are not and may result in time-outs or runaway recalls. In all cases, it is best to check with your ISV to see if they provide a version that is Remote Storage-aware.
Backup Programs
A Remote Storage–aware backup product must have the following abilities:

A guarantee that a full backup of the file is kept. The backup product must understand the difference between backing up the placeholder and the full data of the file, and must keep the full backup copy.

Backup a placeholder (reparse point) correctly.

Use of the FILE_FLAG_OPEN_BACKUP_SEMANTICS parameter when opening a file to back it up.

Understanding and proper use of FILE_FLAG_OPEN_NO_RECALL.
Backup applications that open placeholders to read and copy without using the FILE_FLAG_OPEN_BACKUP_SEMANTICS parameter cause the data for the file to be recalled. If these products are performing a full system backup, all placeholders are replaced with recalled data.
Remote Storage relies on the primary backup to protect placeholder data. The administrator must be aware of when placeholder backups occur. Specifically, if the backup rotations are used, the administrator must know when the primary backup databases contain a complete copy of the data and when they contain placeholder data.
Backup applications that are Backup-enabled protect placeholder data and do not cause recalls.
Antivirus Programs
Antivirus programs typically open files to check for infection by viruses. These products cause migrated data to be recalled. Remote Storage–aware antivirus programs can operate in one of the following manners:

Detect placeholders and skip the check on such files. This assumes that the data was checked by the scanner before being premigrated. This might be risky since Remote Storage manages the unnamed data stream and does not manage named data streams. Since data in remote storage remains unchanged, the check for a virus is unnecessary.

Open the file with the FILE_OPEN_NO_RECALL parameter. This allows the scanner to check the unnamed data stream using local storage without recalling the data. This assumes a linear search of the file data, which might not always be the case.

Don’t update the last access date/time.
Document Management Programs
Many document management products open the data that they are managing, scan for key data, and then store references in additional files or alternate data streams leaving the original data unchanged. A document management product that is Remote Storage–aware opens placeholders with the FILE_OPEN_NO_RECALL parameter allowing the migrated unnamed data to be read but not recalled.
In addition, once the index files are generated, some document management products provide a file viewer much like Windows Explorer. As a Remote Storage-unaware product opens each file, it experiences synchronous recalls of each file and any associated delay. The Remote Storage-aware product indicates which files are migrated, and allows the user to issue asynchronous recalls of the data, while exhibiting improved performance.
Policies for managing files of the document management system exclude index files and other special files so they are quickly accessible to the document management system.
Note   The Indexing Service that is included with Windows 2000 is Remote Storage-aware.
Remote Storage Protection and Recovery
Media in remote storage are copied to protect data. Copies are updated as the original media are updated to ensure that a current backup of data is available. For more information about recovering data from Remote Storage, see “Repair, Recovery, and Restore” in this book.
Remote Storage Media Copies
Remote storage media (tape cartridges) are protected by media copies. Media copies are replicas that can be substituted for the original media. Data is migrated only to the original media, but can be recalled from an original or a copy. Copies are made before the original media are completely filled and are updated as the original is updated. When a media copy is completed, it can be removed from the library located with other media in the copy set, and a new media copy is started. Media copies are only created if two or more drives are available to Remote Storage in the library. Other media must be protected by outside sources. Replacing an original with a copy requires administrator intervention. Media copies can be uniquely identified.
When a media copy is used to replace damaged or lost remote storage media, Remote Storage automatically replicates the media again to ensure copy set completeness.
Partial media copies are made by the system to protect the data. These partial copies can be removed from the library and are updated when reinserted in the library. If the source of the media copy is on the shelf, the source media must be reinserted in the library for the completion of the media copy.
Remote Storage Media Copy Sets and Set Rotation
As many as three copy sets of remote storage media are supported. Media for the additional sets can be moved to shelf storage when they are in synch. The administrator can view the status of media copies.
Media for Media Copies
For tape libraries having two or more drives available to Remote Storage, scratch media are used for making a media copy. An administrator can remove the updated media copies on a certain day after several new media copies have been made. This is especially useful for a weekend, during vacations, or initial startup. Once a copy is started, it must be returned to the library to be updated.
Remote Storage Metadata Protection
Remote Storage metadata exists in files which can be protected by the Windows 2000 primary backup system. Only the account used by Remote Storage has access to the metadata, by using Windows 2000 file security. Any operations requiring multiple metadata updates are transactional.
Metadata protection is provided by the Microsoft® Jet database.
Disk Management
Disk Management in Windows 2000 is responsible for creating, deleting, altering, and maintaining storage volumes in a system. Windows 2000 features significant improved manageability and recoverability of volumes in a Windows 2000 environment. This is achieved by the introduction of dynamic disks and a new snap-in. Windows 2000 supports two volume managers: basic disks and legacy Ftdisk volume sets are managed by FTDisk and the Ftdisk.sys driver; dynamic disks and all new volume sets are managed by Logical Disk Manager (LDM) and the Dmio.sys driver. Figure 2.6 shows the Disk Management architecture.
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Figure 2.6   Disk Management Architecture
Important   Unlike in Microsoft® Windows NT® version 4.0 and earlier, volume set configuration metadata is stored and replicated with other Disk Management metadata and is not stored in the registry.
Fault-Tolerant Disk Management
Ftdisk was used in Windows NT to manage partitions and all fault-tolerant volumes. In Windows 2000, FTDisk is used to manage basic partitions and fault-tolerant volumes from Windows NT 4.0.
Ftdisk manages basic disks. Basic disks can be partitioned with and recognized by Microsoft® MS-DOS®, Windows 95, Windows 98, and Windows NT. A basic partition does not provide fault tolerance or multiple disk volume functionality. Basic partition configuration is recorded in a few kilobytes of data at the beginning of the disk. Existing fault-tolerant volumes (Ftdisk sets) configured on Windows NT 4.0 can still be used on computers running Windows 2000 or converted to dynamic volumes.
Dynamic Disks
As shown in Figure 2.6, Logical Disk Manager manages dynamic disks, which can only be used on Windows 2000. Dynamic disk configuration uses a private database at the end of the disk in addition to the same kilobytes at the beginning of the disk that are used by basic disks. Any disk containing a volume managed by Disk Management contains this database.The database is replicated among all dynamic disks in the system. Dynamic disks can contain simple volumes, concatenated volumes, stripe volumes, mirrored volumes, and redundant array of independent disks (RAID) level 5 volumes. Dynamic volumes offer features, such as volume extension and fault tolerance configurations. Disk Management user interfaces, such as the Disk Management snap-in included with Windows 2000, interact with both Ftdisk and Disk Management functionality.
For more information about basic and dynamic disks, see “Disk Concepts and Troubleshooting” in this book.
Disk Quotas
Windows 2000 supports disk quotas for volumes formatted as NTFS. You can use disk quotas to monitor and limit disk-space use.
Disk quotas are tracked on a per-user, per-volume basis, and users are charged only for the files they own. Quotas are tracked independently for different volumes, even if the volumes are different partitions on the same physical drive. However, if you have shares on the same volume, the quotas assigned to that volume apply to all of these shares collectively, and users’ utilization of both shares cannot exceed the assigned quota on that volume.
System administrators can use the Quota tab of the Properties dialog box to perform the following tasks:

Enable or disable disk quotas on a volume.

Prevent users from saving new data when their disk quota is exceeded.

Set the default disk quota warning level and disk quota limit assigned to new volume users.

View disk quota information for each user using the Quota Entries view.
Disk quotas track and control disk space usage for volumes. System administrators can configure Windows 2000 to perform the following tasks:

Prevent further disk space use and log an event when a user exceeds a specified disk space limit.

Log an event when a user exceeds a specified disk space warning level.
When you enable disk quotas, you can set both the disk quota limit and the disk quota warning level. The limit specifies the amount of disk space that is allocated to a user. The warning level specifies when a user is nearing the limit. For example, you can set a user’s disk quota limit to 50 megabytes (MB), and the disk quota warning level to 45 MB. The user can store no more than 50 MB of data on the volume, and if more than 45 MB are stored on the volume, you can have the disk quota system log a system event.
When you enable disk quotas for a volume, volume usage is automatically tracked for new users, but existing volume users have no disk quotas applied to them. You can apply disk quotas to existing volume users by adding new quota entries in the Quota Entries window.
For more information about setting disk quotas, see Windows 2000 Server Help.
Disk Quotas and Free Space
Disk quotas are transparent to the user. When a user asks how much space is free on a disk, the system reports only the user’s available quota allowance. If the user exceeds this allowance, the system indicates that the disk is full.
To obtain more free disk space after exceeding the quota allowance, the user must do one of the following:

Delete files.

Have another user claim ownership of some files.

Have the administrator increase the quota allowance.
The following conditions apply when you use disk quotas:

Disk quotas set on a volume apply only to that volume.

Disk quotas cannot be set on individual files or folders.

Disk quotas are based on uncompressed file sizes. You cannot increase the amount of free space by compressing the data.

If your computer is configured as a multiple-boot system with Windows 2000 and Windows NT 4.0, you can exceed your limit when you are running Windows NT 4.0. However, when you are running Windows 2000, you must move files to a different partition or delete files until you are under your limit.

To support disk quotas, a disk volume must be formatted with NTFS. Volumes formatted with previous versions of NTFS are upgraded automatically by Windows 2000 Setup.

To administer quotas on a volume, you must be a member of the Administrators group on the computer where the drive resides.

If the volume is not formatted with NTFS, or if you are not a member of the Administrators group on the local computer, the Quota tab is not displayed on the volume’s Properties page.
Disk Quota Limits
The disk space used by each file is charged directly to the user who owns the file. The file owner is identified by the security identifier (SID) in the security information for the file. The total disk space charged to a user is the sum of the length of all data streams, and property set streams and resident user data streams affect the user’s quota. Compressing or decompressing files does not affect the disk space reported for the files. Therefore, quota settings on one volume can be compared to settings on another volume.
The following are types of disk quota limits.
Warning threshold   You can configure the system to generate a system log file entry when the disk space charged to the user exceeds this value.
Hard quota   You can configure the system to generate a system log file entry or deny additional disk space to the user when the disk space charged to the user exceeds this value.
NTFS automatically creates a user quota entry when a user first writes to the volume. Entries that are created automatically are assigned the default warning threshold and hard quota limit values for the volume.
Disk Quotas States
The administrator can turn quota enforcement on and off. There are three quota states, as shown in Table 2.13.
Table 2.13   Disk Quota States
State
Description
Quota disabled
Quota usage changes are not tracked, but the quota limits are not removed. In this state, performance is not affected by disk quotas. This is the default state. 
Quota tracked
Quota usage changes are tracked, but quota limits are not enforced. In this state, no quota violation events are generated and no file operations fail because of disk quota violations. 
Quota enforced
Quota usage changes are tracked and quota limits are enforced. 
Administering Disk Quotas
Disk quotas monitor volume use to prevent users from affecting others’ use of the volume. For example, if a user saves 50 MB on a volume on which each user has been allocated 50 MB of space, some of this data must be moved or deleted before additional data is written to the volume. Other users can continue to save up to 50 MB of space on that volume.
Note   Disk Quotas do not prevent adminstrators from allocating more space than is available on the disk. For example, on a 1 GB volume that is used by 100 users, each user might be allocated 100 MB of space to allow each user a reasonable amount of disk space.
Disk quotas are based on file ownership and are independent of the location of the files on the volume. If a user moves files from one folder to another on the same volume, volume space usage does not change; if the user copies the files to a different folder on the same volume, the volume space usage doubles.
The administrator can set default quotas for the volume or quotas for specific users on a volume. A new user receives the default quota unless the administrator established a quota specifically for that user. The administrator can view the level of quota tracking, the default quota limits, and the per-owner quota information. The per-user quota information contains the user’s hard quota limit, warning threshold, and quota usage.
If you do not want to use the default disk space limit and warning threshold values for a particular user, use the New Quota Entry feature to set up quota thresholds and limits before the user actually writes data to the volume.
User quota entries cannot be deleted if a user still owns files on the volume; all files owned by that user must either be deleted or moved to another volume, or ownership of the files must be transferred to another user.
Enabling Disk Quotas
When you enable quotas on a volume that already contains files, the disk space used by all users who have copied, saved, or taken ownership of files on the volume up to that point is calculated. The quota limit and warning level are then applied to all current users and to all new users. You can then disable or set different quotas for specific users. You can also set quotas for specific users who have not yet copied, saved, or taken ownership of files on the volume.
For example, you can set a quota of 5 MB for all users of \\Main\General, while ensuring that two users who work with larger files have a 10 MB limit. If both users already have files stored on \\Main\General, select both users and set their quota limit to 10 MB. However, if one or both users do not have files stored on the server when you enable quotas, use the Select Users property sheet to set their quota limit to a value higher than the default for new users.
Local and Remote Implementations
Disk quotas can be enabled on volumes residing on both local computers and remote computers. On local computers, quotas can be used to limit the amount of space available to users who log on to the local computer. On remote computers, quotas can limit volume usage by remote users.
You can use quotas to ensure the following:

Multiple users can share resources on the same computer.

Disk space on public servers is not monopolized by one or more users.

Users do not use excessive disk space on a shared folder on your computer.
To enable quotas on remote volumes, they must be formatted as the version of NTFS included with Windows 2000 and be shared from the root directory of the volume. Also, you must be a member of the Administrators group on the remote computer to enable and manage quotas.
System files are included in the volume usage of the person who installed Windows 2000 on the local computer. When implementing disk quotas on a local volume, make sure to take into account the disk space used by these files. Depending on the free space available on the volume, you might want to set a high quota limit or no limit for the user who installed the operating system.
Auditing Disk Space Use
Enabling quotas causes a slight increase in server overhead and a slight decrease in file server performance. By periodically enabling and then disabling quotas, you can take advantage of the auditing capabilities provided by Windows 2000 disk quotas without reducing the performance of your file server.
To create a record of the audit, save a copy of the data to another application, such as Microsoft® Excel.
Exceeding Disk Quota Limits
When you select the Deny disk space to users exceeding quota limit option, users who exceed their limit receive an “insufficient disk space” error and cannot write additional data to the volume without deleting or moving files. Individual programs determine their own error handling for this condition. To the program, it appears that the volume is full.
By leaving this option cleared, you can allow users to exceed their limit. This is useful when you do not want to deny users access to a volume, but want to track disk space use on a per-user basis. You can also specify whether or not to log an event when users exceed either their quota warning level or their quota limit.
When you select the Log event when a user exceeds their quota limit option, an event is written to the system log when a user exceeds the limit. Administrators can view these events with Event Viewer, filtering for Disk event types. Unless you set a trigger to do so, users are not warned of this event.
Event Viewer builds a historical, chronological record of which users exceeded their quota warning level and quota limits, and when they exceeded them. However, it does not provide information about which users are currently over their quota warning level.
For more information about enabling disk quotas, see Windows 2000 Server Help.
Additional Resources

For more information about storing and managing data, see the Microsoft Platform Software Development Kit (SDK) link on the Web Resources page at http://windows.microsoft.com/windows2000/reskit/webresources.

For more information about Disk Management and disk quotas, see Windows 2000 Server Help.
